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By now, CRDTs [14, 15] have become the de-facto stan-
dard for data synchronization in local-first software. Sev-
eral production-ready libraries of CRDTs exist [2, 10], and
various CRDT-based data synchronization platforms are un-
der active development. CRDTs provide eventual consistency
by restricting their updates to operations that ensure con-
vergence. At the same time, it is widely acknowledged that
eventual consistency is not sufficient for certain application
semantics. Some application invariants are too “strong” to be
maintained under eventual consistency because they require
agreement between all participants, which is traditionally
acquired via consensus/coordination protocols or by desig-
nating a single source of truth such as a centralized server.
This gave birth to a variety of mixed-consistency systems
[1, 3, 4, 6, 8, 11–13, 16] which combine eventual-consistency
with stronger-consistency guarantees for some parts of the
application. Unfortunately, very few of those systems are
suitable for a local-first setting as they often cannot easily
handle devices which become unreachable for extended pe-
riods of time.

In this talk, we revisit the consensus problem from a local-
first perspective and investigate new ways of expressing
consensus protocols that work well in a decentralized set-
ting. Our investigation is motivated by an epistemological
view of knowledge in distributed systems as proposed by
Halpern and Moses [7]: They distinguish distributed knowl-
edge which is “distributed among the members of the group”,
and common knowledge which are facts that are “publicly
known”. Rephrasing this as a consensus problem, we can say
that consensus on a query has been reached once the answer
becomes common knowledge in the system. Interestingly,
common knowledge can often be established without direct
coordination or even direct communication: By simply ob-
serving a series of messages on the network, participants
can learn facts that are known to the other participants and
thus these facts can transition from distributed knowledge
to common knowledge.

We argue that CRDTs, a common building block in local-
first systems, already present an elegant way for reasoning
about accumulating knowledge in a system through their
monotonic semi-lattice properties. CRDTs do not rely on ex-
plicit coordination between participants; instead, the current
state of the data type is determined by observing a series of
updates that are propagated through the network. In certain
cases, this can be used to make decisions that may seem like

they would require explicit coordination. For example, in the
classic two-phase set CRDT [15], elements can be added and
removed, but once they have been removed, they can never
be added again. In other words, once a participant observes a
removal, it can deduce that this particular element will never
be in the set again. When all participants have observed this
update, the fact that the element has been removed becomes
common knowledge, and we have reached agreement without
explicit coordination. Similarly, participants of a consensus
protocol can deduce that consensus has been reached by
only observing certain messages over time. From a data type
perspective, this allows us to treat consensus as a write-once
register that is either in an undefined initial state or has a
single value that can never change again [9].

Throughout the talk, we will demonstrate how to use the
monotonic properties of CRDTs in a novel strategy for build-
ing consensus protocols which allows expressing existing
protocols through the composition of simple replicated data
types. We will go through several examples and highlight
challenges and opportunities of such a programming model.
Additionally, we will examine the applicability of existing
protocols to the local-first setting: What are the trade-offs
regarding offline periods, network size, and delay-tolerance?
Additional details about the proposed programming model
can be found in a work-in-progress tech report [5].
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